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SB37
Out of space abend occurred during the end of volume processing.  The resolution is to reallocate the dataset with larger space parameters in the primary and secondary portion of the SPACE DD statement.  If in a batch job rerun the job after correcting the SPACE DD statement is completed.

SD37
A data set opened for output used all the primary space, and no secondary space was requested.  Change the JCL specifying a secondary quantity to the space parameter on the DD statement.

If on driver or other PDS -- need to compress using the ISPF Utilities, Dslist Option, (DSU:4).

SE37
A multi-volume physical sequential data set was being written on a direct access device.  All space was filled on the volume, an attempt was made to obtain space on the next specified volume.  Either the space was not available on that volume or the data set already existed on that volume. 

S0C1
This abend can be caused by the following problems:

· Subscript error

· "Clobbered" code

· Tried to read a file that was not open

· Misspelled DD name

· Error in parameters passed to subroutines

· Missing DD card

· Recording mode was wrong, or density was incorrect

· (unresolved external references)

Check the system libraries concatenated in the STEPLIB. e.g IMS1.#GT.ACBLIB

IMS1.#GT.MACLIB

· Missing dimension statement

· Same name for an array and a subroutine

· COBOL:
subroutine program ID was the same as the entry name

· tried to call within COBOL sort I/O procedure

· tried to call a subroutine which could not be found

· incomplete DCB for SORTIN file

· Using sort verb, DD name was not SORTOUT when the "giving" option was used.

· executing sort-using after opening SORTIN file

It can also relate to system problems -- a system IPL might be necessary - usually happens to several jobs see S106-0F

S0C4
Usually bad instruction or operand -- look for other messages -- could actually be a space abend (SB37).  This abend could also be transitory -- try restarting if the problem has not been identified.  

NOTE:


· A S0C4 in a sort step can indicate an invalid sort control card.

· This return code can also occur when a program abends in testing a BTS program in Xpediter.  The solution for not looping is to change the BTS cards. 

· Occurs generally with the index overflow. The resolution is increase the size of the table (increase the occurs clause), compile it and put the load at the temporary load dataset and run it

· There is a possibility of occurring OC4 , because of OC7 also

S0C7
Data exception, is caused when a computational-3 field has an invalid digit (not 0-9), or its last byte contains an invalid sign (not f, c, or d).

Procedure:



Method:1

Look at the SYSOUT of the JOB where the data exception is listed out there. See the example below

<<< AMM09804 - PROGRAM COMPILED 07/21/98  11.48.23   >>>                        

CEE3207S The system detected a data exception (System Completion Code=0C7).     

  From compile unit ATT00200 at entry point ATT00200 at compile unit offset +00003022 at address 21380AA2.

<> LEAID ENTERED (LEVEL 04/26/1997 AT 13.28)                                    

<> LEAID ABENDAID DD ALLOCATED BY CWBMAKDD DYNALLOC RC =00000 

· Try to figure it out the correct program where we are getting the abend .
· In that program search the offset displayed at the SYSOUT as above (003022)  (Take the offset from the SYSOUT and search for the offset in the program list) 
· If are able to point it out, see whether there is a “MOVE” statement involved. With that u found out the Field which causing the abend.
· From that field u can track back to the file and mapping the file in fileaid  , u can find the bad records. Strip them and give a override.
Double check that whether it is pointing it to the correct position with the below process. Below ones are from the ABENAID. ( Search the PGMLIST with displacement-Check point1,2)

Check point:1

  ******************************************* 

  *   Next Sequential Instruction Section   * 

  *******************************************

 The next sequential instruction to be executed in program   

           ATT00200 was at displacement 00003028.            

Check point:2



A B E N D - A I D          

             **********************       

             

            *   Diagnostic Section      *       

             

           **********************

A Data Exception was caused by data referenced at displacement 53B

 from the start of TGT BLW cell 01 (X'1').  The field contains     

 X'F2F3'.  Refer to the data division map in the program listing to

 locate the field name.

Method:2

If u are sure that the input files are Sequential file not a any BSAM file .Go to the ABENDAID, search with “CURRENT “ as the key word.

There u can find the records used currently and they will be in HEX format. If the files are from outside world, u Just doubt that file first.  In that file, u can look at the account # ( NPA PFX ) from the ABENDAID listing by mapping with the copylib.



Method:3



CEEDUMP is also gives some information about the record what it is processing. Generally if  u search with the “ Working storage “ in the command prompt, then it will point to the place where the records in the Working storage. Then make it as a hex format and look at the NPA PFX. This method need to mixed with the above two methods, then it will be easier.

This method need to be updated

S013
An error occurred during an OPEN for a data set.  The ABEND indicates an error that prevents the OPEN process from completing. Register 15 at the time of the error contains an error code useful in diagnosing the problem; the error code also appears in the accompanying IEC141I Message.

Possible causes for this abend include:

DCB parameters conflict, no BLKSIZE or not valid multiple of LRECL 

Merge - SORTIN01 does not contain the maximum blocksize 

JCL -- tried to create a PDS without allocating directory blocks

Missing or misplaced SYSIN DD card

PDS member not found when coded in JCL
Godfather - allocate error -- informational code=0000 reason code=0410 DD name=ARQ700O

Solution:
Stop transactions, bring down & up all MSG regions (all MSG regions to make sure we get the right one)

Reason:
Someone has tried to do a save in godfather but the job is not in APP1 (i.e. ttran jobs) -- godfather is non-operational (i.e. you can create a restart job but can't submit it) -- the message region was dynamically allocated to godfather but not deallocated before godfather tried to reallocate it.

S013-14
Mismatch between PDS and dataset used

S013-18
Empty PDS member, or PDS member not found -- usually means card input member has not been created.

S013-20
Bad DCB -- could be:

· Blocksize not multiple of LRECL (FB, FBA)

· Blocksize not 4 bytes greater than LRECL (VB, VBA)

· If external DCB's OK -- could be in module itself

S013-34
Blocksize=0, the output dataset currently with a blocksize of zero must be allocated in that step (not preallocated).

S037-009
Need more region, you may also get a U0826

S106-0C
Not enough virtual storage was available for: 

(Value in Register 0:)

· 04 -- DATD

· 08 -- data extent block (DEB)

· 0C -- I/O supervisor block (IOSB)

· 10 -- EXLIST

· 14 -- load module

· 18 -- fixing storage

S106-0E
Control program found an invalid address in the load module -- try re-linking APP9 to APP9 (C.1.2 on A37) -- in Oregon try re-linking using C.1.15 on B07

S106-0F
Fetch failed for a particular load module -- usually after an emergency release in Oregon -- load module directory is pointing to the wrong load module -- do a C.1.15 foreground link of the fetch failed module. (a browse of the problem load module should show bogus load modules)

AZJ5000@ abended with a S0C1 (same problem as S106-0f)

S122
The MVS operator canceled the job and requested a dump.  The job may have been canceled because it was suspected of looping, causing a resource contention bottleneck, or a required job resource was unavailable temporarily.

S137-0C
Error occurred during EOV processing for a tape data set.  I/O error occurred while the system was reading a trailer label for a dataset opened with the input or output option. Try restarting.

S137-1C
Error occurred during EOV processing for a tape data set.  Invalid trailer label was read during end-of-volume processing- try restarting -- if that does not work you will need to recreate the tape if possible.

S138
This is an LE370 COBOL abend. The true abend is hidden unless the abending step has a SYSOUT DD. If there is not a SYSOUT DD in the abending step, add //STEPX.SYSOUT DD SYSOUT=J where X= the abending step, and then restart the job. The job will abend again with the real abend.

S213-04
File not on volser specified or on volume specified in the catalog -- check to see if file has been cataloged but not created.

S214-08
I/O error occurred while trying to position tape when closing it -- try restarting

S214-10
The number of blocks processed, which is determined by the position of the tape, does not match the number of blocks specified in the DCB -- this tends to be an I/O error -- try restarting or if that does not work recreating or reallocating the DSN (usually on tape)

S222
The MVS operator or a TSO user with OPER capability canceled the job.  The job may have been canceled because it was suspected of looping, causing a resource contention bottleneck, or a required job resource was unavailable temporarily.

S237-0C
The number of blocks processed, which is determined by the position of the tape, does not match the number of blocks specified in the DCB -- try restarting

S237-04
Missing block on tape -- the trailer block count does not match the number of actual data blocks.

Possible reasons for the block count to be off:

· Dirty or damaged tape

· Tape drive problems

· Dropped blocks through FATAR

If a tape was FATAR’ed and dropped blocks, the trailer count will not match the actual block count.  To get around this problem, bypass the labels using this override:

//
LABEL=(2,BLP)

S237-08
The dataset name in a header label does not match that in the JFCB (JES format control block) on the second or subsequent volume of a magnetic tape dataset.

S306-0C
Module requested is not in an APF authorized library.  See MVS support  to get  lib authorized.

S322
This ABEND occurred because execution of a job, job step, or cataloged procedure step took more CPU time than was specified in the TIME parameter of an EXEC or JOB statement or the defaulted time set by the JES2 or JES3 system.

S337-04
See S213-30 abend

S40A-08
A problem program tried to free subpool zero -- look for missing DD's

S413-0C
An I/O error occurred reading the volume label on a magnetic tape volume.  Try restarting

S413-1C
Tape went multivolume -- only 1 volume cataloged, usually because of a system crash  

The following S413-1C notes copied from the CSC maintenance document.

INPUT FILES

BMP's cannot be restarted if one of the input files is concatenated.  an immediate restart will cause a system 413-1c abend.  The following has to be done:

· Display the DD area for the concatenated datasets. (See CSC maintenance -- /for C#ZAP - S413) if the volume count is equal to 1 the job can be restarted immediately.  If the volume count is greater than 1, continue with the following:

· Zap the volume count back to 1 (see CSC maintenance document. /FOR C#ZAP - S413)

· Remove the first file of the concatenation if it has been totally processed.  (Browse the first dataset to see how many records it contains and compare this count with the transaction count in runsum)

· Restart the job

OUTPUT FILES

· When this abend is received on output files the second volume needs to be cataloged.

· NOTE:
If the DSN is on tape, TMS will not reflect the multiple volumes -- check the normal catalog to be sure all is well.

S413-18
Using checkpoint logic without preallocating all output files:

· Checkpoint restart logic will try to open this dataset as input to reposition it.  Since the dataset was not preallocated, checkpoint will not be able to find it and therefore will abend with an S413-18 abend.

· Preallocate all output files and change the disposition to (OLD,CATLG,KEEP).

S413-34
Label parameter was specified but not volser, either take out label parameter or add a volser.

S522

TSO time out - TIME=1440 on the exec statement to bypass all job step timing

S613-0C
Invalid label on a tape.

S613-04
I/O error positioning tape -- try restarting.

S613-08
I/O error reading tape label -- try restarting.

· If abend persists and tape is an output file, try calling tape pool and getting some different scratches. There could be a series of bad scratch tapes.

S613-10
I/O error occurred while writing the tape mark -- try restarting.

S614-04
I/O error occurred writing a file mark for a dataset on a direct access device during execution of a close macro instruction -- try restarting.

S637-0C
Concatenation of data sets with unlike attributes was detected, but not specified in the DCB.  That is tape and DASD input concatenated, you must make both files the same media.

S637-34
An I/O error occurred during end-of-volume processing while reading the volume label of a magnetic tape volume.  Try restarting.

S706
Requested module is not executable - the requested load module was marked by the linkage editor as not executable.

S713-04
Programmer using temporary file -- trying to read and write to that file on tape -- a no no.

S714-0C
I/O error writing a tape mark during close -- try restarting.

S722
Output lines exceeded -- line parameter specified on main card probably has been exceeded

S806-04
Module not found, check the load libraries before rerunning job

S80A-01
Need more region.

S80A-10
Error during GETMAIN -- system code = 80A-10 the virtual storage requested from the private area is not available -- just restart the job.

S813-04
The open routines of data management are unable to complete an open macro instruction for a magnetic tape data set.

S822
This ABEND occurs when the region requested to initiate the job or TSO user could not be obtained.  Message IEF085I or IEF086I may also accompany this ABEND.

Decrease the amount of region requested by the REGION= value in the JOB card, or the SIZE parameter used on the LOGON   command.  Refer to the accompanying message for additional diagnostic data.

S837-08
End of volume space error -- for tape -- add vol count:

//STEP9.AVB2001O DD VOL=(,,,6)

<<<no disp if alloc. in that step>>

S878-10
Error during GETMAIN -- increase the region size.

S913-38
An open was issued for a RACF-protected data set on a DASD volume or a RACF protected tape volume to which the caller was not authorized.

SFCC
Environmental problem. Check with the AIP’s and the DBA’s
GENERAL ABEND INFORMATION:

· IMS abends are user abends

· Common I/O errors are trapped by ARQ09270.  What this program does is to concatenate the COBOL/370 file status error to a specific U code to show the programmer just when the error occurred, that is during a OPEN, CLOSE, READ, or WRITE.  To find out what the specific error is go to QuickRef and look at FILE-STATUS under COBOL this will show you all the COBOL File status codes. ( i.e  Type qw FILE-STATUS at the command prompt)

The program ARQ09270 gives the following I/O error codes.  The last two numbers are the actual COBOL file status code.

OPEN

= 1nn

READ

= 2nn

WRITE

= 3nn

CLOSE

= 4nn

REWRITE
= 5nn

DELETE
= 6nn

READNEXT
= 7nn

START

= 8nn

USER

= 9nn

· MVS/JES abends have IATxxxx messages

USER ABENDS:

U4000

General information

· Abend indicates a problem encountered during a database call; this abend is accompanied by an IMS status code.  The "status code" may be found:




( ‘GB’ – End of Database




  ‘GE’  -  Call failed, Unable to find the segment )

· If the STEP is using IMSBTS utility we can go and look at the BTSOUT dataset more information

· We can look at the abend information at the IMS log file

        in the IMS logfile  IMS_1.logfile(0)
· Error code = X09902 - Bad status returned on repositioning.  Checkpoint restart problems with that volume, that is trying to do a restart with an input file copy & the volume is not identical to the original.

U4050

Bad return code from error handler -- code = 8 (in an lMS job) 

Run Summary problem. ( Check the status code of the Run Summary)

U749

Storage problems, check the region size and adjust as needed
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